A

UNIVERSITAT EONNE

Vision and Language: A Videg Perspective
University of Bonn
MIT-IBM Watson Al Lab

BMVA Symposium on Visionand Language
Wednesday |7 January 2024

- MIT-IBM
Watson
- Al Lab

1
#MITIBM #AIL

All opinions are my own



-

UNIVERSITAT EONNE

Vision-Language Learning
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Video Understanding — A short history in datasets
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1. A black and white horse runs around.

2. A horse galloping through an open field.

3. A horse is running around in green lush grass.
4. There is a horse running on the grassland.

5. A horse is riding in the grass.

MSR-VTT
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Video understanding — What and where?

/

\

Image based = | \ — More frames =
| * More variation

* Less variation
« Enough data * Less data
« Enough annotation

. Less annotation
#MITIBM #AI \ ‘
\ /
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Video understanding — How to scale?

The bigger the datasets, the harder to annotate ...
For a top-down dataset, you need to define action classes.
For a larger dataset, you ...

1) Need to define and find action classes

2) Need to define distinct action classes

3) Need to find/record videos with distinct action classes

#MITIBM #AIL
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Video understanding — How to scale?

The bigger the datasets, the harder to annotate ...

Outlook

Weak YouTube dataset —— Lessons learned
(2017):

Weakly supervised o _ _
Finding action classes in natural language:

Use NLP tagging to define verb-object-pairs - - iy | ° C |_ ass |f| cat | on
Idea: many videos (espe  Filter for cooking relevant classes: | g Gl -
Since ~2006 YouTube o . . o does not work
S 2009 YouTub ~ 800 pairs > cluster to ~180 action classes . |
Ince ~ oulube b
Old and new problems: bOttO m u p
- » Not all verbal comments refer to actions (Hit .
Make something out of t accuracy: ~60%) ( : > m Ight not scale
 Homonym (multiple expression have the same |
: meaning) .
E.g. -.. How many videc » Polysemy (one expression has multiple .- b
meanings) ~ °
* Inconsistent granularity ‘ G a p etwe cn
« Semantic clustering not always consistent '
» Highly imbalanced distribution : N a't u ral' l'a' N gu age
Example ,put it and class labels

10.04.2017 Lab Talk - INRIA
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Vision-Language Learning for Video

* Vision-language models classify data without being trained on the test classes/datasets.

Making Meringu

egg
Add sugar
Whisk

s an inch and a ey repair be sue ging proper \\-'r & v
Large-scale training data (e.g. HowTo 1 00M) L ‘A e ME -
on audio (A), video (V), text (T) ASR or caption

#MITIBM #AIL
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Vision-Language embedding space
Pour the marinade on to the chicken and mix

G

Embedding space

asks:
» Retrieval (cross-modal)
- Based on distance between
reference and test samples
Retrieval related:
.. Zero-shot Classification

« Zero-shot Temporal
detection/segmentation

#MITIBM #AIL
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Why Video Needs Language...

Real-world video understanding can be difficult ...

Actions are not well defined
* Perception/labels are subjective, depend on
duration, expertise etc.

Actions are unconstrained |
 Theydon’t have a physical outline

Rinse and drain the soaked garbanzo

There is no fix/complete “taxonomy” on actions beans and o noth food rocessr
* Not possible to learn a vocabulary

Lack of annotated data
« We will never be able to label action data at a
significant (real-world) scale

#MITIBM #AIL
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Recap of works in the field...

#MITIBM #AIL

Incomplete list:

HowTol00M: Learning a Text-Video Embedding by Watching Hundred Million Narrated Video Clips
[Miech, ICCV 2019]

End-to-end learning of visual representations from uncurated instructional videos. [Miech, CVPR 2020]
Selfsupervised multimodal versatile networks. [Alayrac, NeurIPS 2020]

Self-supervised learning by cross-modal audio-video clustering. [Alwassel, NeurIPS2020]

Labelling unlabelled videos from scratch with multi-modal self-supervision. [Asano, NeurIPS 2020]
Frozen in Time: A Joint Video and Image Encoder for End-to-End Retrieval [ICCV 2021]

MERLOT Reserve: Multimodal Neural Script Knowledge through Vision and Language and Sound [Zellers,
CVPR2022]

Learning Audio-Video Modalities from Image Captions [Nagrani,2022]
Crossmodal-3600: A Massively Multilingual Multimodal Evaluation Dataset [Thapliyal, 2022]

Many more ...

Miech, ICCV 2019

Cross-Modal Deep Clustering (XDC)

\)$c\\t\(w-\;1bcl S pseudo-J; bey

Alwassel, NeurlPS2020
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Recap of our work in the field...

#MITIBM #AIL

AVLnet: Learning Audio-Visual Language Representations from
Instructional Videos [Roudichenko et al., arxiv 2020,
Interspeech 2021]

Multimodal Clustering Networks for Self-supervised Learning
from Unlabeled Videos [B. Chen et al., ICCV2021]

Everything at Once — Multi-modal Fusion Transformer for Video
Retrieval [N. Shvetsova et al., CVPR 2022]

Preserving Modality Structure Improves Multi-Modal Learning
[Sirnam et al., ICCV 2023]

wveazzcvios [ NN | N
S B BN B EEE 2 EE EEEE
0123456 7 8 91011121314151617 18 19 20 21 22 23 24 25 2

Gk, Y 3

MIL-NCE:
MCN:
Sequence: flip pancake, pour syrup, background, add seed, add water, whisk mixture, bac

GT:

video

tokens Combinatorial Loss

video
video- () video-
audio audio text
tokens

text
et tokens

.J_‘L
two stitches on 2 audio-
two { { text

«» — contrasive loss

(a) UMeazzCY1ps (Holidays and Traditions) (b) £dUgKk-G5Tw (Food and Entertaining)

| HE EN --..-E,-
o [
32 33 34 35 36 37 38

[T . | EN NN
| EEE B | | _EE =N
45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

25 26 27 28 29 30 31 39 40 41 42 43 44

Sirnam et al., ICCV 2023
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Vision-Language for (better) Video Understanding

Input video: ASR with timestamps: Generated captions: ”Vw

#MITIBM #AIL

4s: hi my name's adam
pickett

6s: i'm head chef at
plateau restaurant in
canary wharf and i'm
going to show you how
to roast carrots

12s: so the actual
carrots have lots of
sugar inside and once
that's roasted those

64s: they're going to take
about 15 minutes if
you've got a larger carrot
67s: obviously they're
going to take a bit longer
69s: so i'm removing my
carrots from the oven
71s: what i'm looking for
is that lovely
caramelization

4s: Adam Pickett
introduces himself as
the head chef at
Plateau Restaurant in
Canary Wharf.

6s: He shows how to
roast carrots.

12s: The carrots’ sugars
will caramelize, giving
them a lovely sweet
flavor.

64s: The person is
preparing carrots.

67s: The carrots will take
longer to cook.

69s: The person is
removing the carrots
from the oven.

78s: The carrots are
ready to be served.

80s: The carrots make a

Unlabeled video collection
BV LT
M T ls

=5 To NG
25T g
SR A .

ST

(e.g. K400, labels stripped)

e

Text Bag

Zero-Shot transfer

|

|

Few-Shot transfer

Crack eggs

Query: Crack eggs

Pour egg whites

Beat mixture
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Fixing language for better multimodal learning

Dataset ‘ Examples

What’s wrong with language in video? |1 The peoples are sharing their view on this car of

MSR-VTT | different models
(~43 symbols | 2) Someone is showing the ingredients for a dish
in a text) they are going to make
3) A man is playing an instrument

YouCook?2 1) Combine macaroni sauce and cheese

« Language (and topic) domain shift/between (~39 symbols | 2) Grate and cube potatoes
in a tex 3) Stir in crushed tomatos
downstream datasets = 192 omat

1) A dog runs down a hill and stop behind a shrub.
Dog sniffs and chews at patch of grass on rock. the
DiDeMo dog approaches, then begins to sniff the cluster of
(~147 symbols | plants first time hand is seen petting dog.
in a text) 2) Only big screen is visible the camera first pans

o Language domaln Shlft between free tralnlng data to the large screen. The view shifts from the bas-

ketball court to the fans in the seats across the sta-

(ASR subtitles) and downstream datasets.(human dium. Camera goes to the bigscreens the dancers

are shown on the jumbotraun.
" 3) A bus stops. The bus stops at the end of the drive-
ann Otated Ca pt 1on S) way. A kid is coming out of a school bus. School
bus doors open.

MSVD 1) The cats are fighting
(~31 symbols |2) The lady sliced a vegetable
in a text) 3) A man is eating a pizza

1) SOMEONE goes to the kitchen, wets a towel,
LSMDC comes back to the bed, kneels it, places the towel
(~46 symbols | on SOMEONE’s brow.
in a text) 2) He slaps SOMEONE again.
3) SOMEONE moves off through the crowd.
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In-Style: Bridging Text and Uncurated Videos with Style
Transfer for Text-Video Retrieval |n. shvetsova & A. Kukleva et al., ICCV 2023]

Language domain shift in downstream datasets ...

.1s not a bug, it’s life! Uncurated & Unpaired

Full Supervision

Supervision
T
1) Deal with it!

2) Without training data!

#MITIBM #AIL
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In-Style: Bridging Text and Uncurated Videos with Style
Transfer for Text-Video Retrieval |n. shvetsova & A. Kukleva et al., ICCV 2023]

Pseudo Matching Style Transfer Training & Retrieval

High-Similarity Pairs

Pseudo Pairs Pps Train with Generated Stylized Cap'fions Generated Pairs P ’ Train with Test on
' - for Support Web ¢ Videos = curated test pairs

Pseudo Pairs P, Generated Pairs P,

: e [
Language Modeling Loss : ’ Contrastlve Loss m

‘ ’ TR e
: T Video Text Video Text
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In-Style: Bridging Text and Uncurated Videos with Style
Transfer for Text-Video Retrieval |n. shvetsova & A. Kukleva et al., ICCV 2023]

MSR-VTT YouCook2 DiDeMo MSVD LSMDC
Rl1 R5 RI0 MR| Rl R5 RI0 MR| Rl R5 RI0 MR| Rl R5 R10 MR|Rl1 R5 R10 MR

HowTol00M [43] HowTol00M 75 212 296 38 | 6.1 173 248 46 | - - - - - - - - - - - -
SupportSet [4#] HowTo100M 8.7 230 31.1 31| - - - - - - - 189 260 379 18 | - - - -

Method Image-Text Datasets Video-Text Datasets

VATT [1] HowTol00M+AS - - 297 49 | - - 455 13 | - - - - - - - - - - - -

EAOS [55] - HowTo100M 99 24.0 32.6 19.8 429 551 8 | 6.6 19.0 26.8 42 [18.0 404 523 9 |36 85 13.0 177
Nagrani et al. [45] - VideoCC3M 19.4 39.5 50.3 - - - -
Frozen in Time [3] CC+COCO WebVid-2M 247 46.9 57.2 21.1 46.0 56.2 7 - - - - - - - -
CLIP-straight [49] WIT - 31.2 53.7 64.2 - - 1370 64.1 73.8 2 |11.3 22.7 29.2 56.5
CLIP4CLIP [3%] WIT HowTo100M 32.0 57.0 66.9 - - |38.5 669 76.8 2 |15.1 28.5 364 28
Nagrani et al. [45] WIT VideoCC3M 33.7 379 61.9 - - - - - - - - - - - - - - - -

OCO+3more™ - f . b S 6 6 50.4 59 ) 6 6 . S
In-Style (ours) (CLIP) WIT HowTol00M{+VATEX! [35.0 59.6 704 3
In-Style (ours) (BLIP) CC+COCO+3more* HowTol0OM!+VATEX! [36.0 61.9 71.5 3 | 6.8 16.7 24.5 63 |29.4 59.2 68.6 3.5 |44.9 72.7 81.1 2 |16.4 30.1 38.7 28
73 192 27.1 46 [29.7 562 674 4 (428 702 79.1 2 [17.0 30.8 39.6 27
7.2 19.8 27.9 47 |25.7 52.8 63.1 5 [39.5 649 749 2 |14.5 289 37.2 305

In-Style (ours) (BLIP) CC+COCO+3more™ HowTolOOM'+Target
In-Style (ours) (EAO) - HowTol00M+Target+
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HowToCaption: Prompting LLMs to Transform Video
Annotations at Scale (. shvetsova & A Kukleva et al., arxiv)

Convert noisy ASR subtitles of instructional videos into video captions
- high-quality video captions at scale without human supervision

Input video: ASR with timestamps: Pre-trained Large Language Model: Generated captions: Post-processing:

4s: hi my name's adam . 4s: Adam Pickett 64s: The person is
pickett Vicuna-13B introduces himself as preparing carrots

6s: i'm head chef at the head chef at ;
plateau restaurant in Plateau Restaurant in _
canary wharf and i'm A chat between a curious human and an Canary Wharf. ; Text encoder*

going to show you how artificial intelligence assistant. The assistant Main prompt for LLM 6s: He shows how to
to roast carrots gives helpful, detailed, and polite answers to roast carrots.
ﬂm, 12s: so the actual the human's questions. 125: The carrots‘ sugars | :
o fme carrots have lots of ## H#Human: will caramelize, giving 5 Cosine
w i sugar inside and once | will give you an automatically recognized ; them a lovely sweet . similarities
that's roasted those ol el o b sl e B Our prompt consists flavor. .
speech with timestamps from a video segment | of a task introduction (sims)
that is cut from a long video. Write a summary | (sentl, sent2), detailed

64s: they're going to take ’ e : instructions about 64s: The person is

about 15 minutes if Describe only one action per desired captions preparing carrots.
you've got a larger carrot sentence. Keep only actions that happen in the | ( sent4, sentb), 67s: The carrots will take
67;: obviously thgy're present time. B 2ach sentence with an requests for longer to cook. .

going tq take a blt. longer estimated timestamp. timestamps (sent6), 69s: The person Is

69s: ?ofl'm rirr:wovmg my and input of ASR ;emo;/rl]ng the carrots
carrots from the oven . . : rom the oven. :
71s: what i'm looking for ;Sisi’; A\/Sv;it?htl:restampv subtitles ( ASR). 78s: The carrots are max(sims) > th — ¢ update timestamps
is that lovely s ready to be served. :
caramelization 80s: The carrots make a

||

Video encoder*

max(sims) < th — X discard caption

*initialized from BLIP
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HowToCaption: Prompting LLMs to Transform Video
Annotations at Scale (. shvetsova & A Kukleva et al., arxiv)

HowToCaption — LLM Prompting/4+ Filtering + Alignment

Cantion Post-processin YouCook?2 MSR-VTT MSVD LSMDC Average
P P & R10T MR| \ R10T MR| \ R10T MR| ] R10T MRJ] \ R10T MRJ]

No post-processing . . : 34.4 40 S | 16.0
Filtering (using BLIP) : : 37.4 30 582 128
Filtering&alignment (using BLIP 385 295 58.7 12.9

Filtering&alignment (with ours) 441 15 BT 3 38.6 29 5950123
e —————————
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MAtch, eXpand and Improve: Unsupervised Finetuning for Zero-Shot
Action Recognition with Language Knowledge [w.Lin et al., ICCV 2023]

' MAXI: Unsup

“»_;iffUnlabeled video collection

Problem: Why is CLIP bad on Kintetics?

e e
- Vocabulary gap between VL pretrained ,zg_moo,.abelﬁg e
models and action classification I =
> Usually fixed by fine-tuni ith GT " DSS
sually fixe ine-tuning wi }. CLIP)

Few-Shot transfer

- Idea: Can we fix it without annotations?

#MITIBM #AIL
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MAtch, eXpand and Improve: Unsupervised Finetuning for Zero-Shot
Action Recognition with Language Knowledge [w.Lin et al., ICCV 2023]

Input:

« Videos (without labels), Vocabulary (without videos), Pretrained VL / LLM model
Idea:

» Construct a bag of text samples from vocabulary

» Match bag of text samples via Multiple Instance Loss - MIL-NCE

a "' text
( : encoder
MIL-NCE

loss

CLIP
video
encoder

#MITIBM #AIL
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MAtch, eXpand and Improve: Unsupervised Finetuning for Zero-Shot
Action Recognition with Language Knowledge [w.Lin et al., ICCV 2023]

Text Bag Options:

1) Preselect best vocabulary matches via VL model
2) Use LLM to create synonyms, rephrasing etc.

3) Use captioner to generate more samples

Text Bag Construction

cooking egg (0.20), flipping pancake (0.16), wash
dishes (0.13), plating (0.03), frying vegetables 7 : ”
dribbling basketball (0.03), seasoning (0.002), ... cooking egg

seasoning CLIP

L‘fg;'jr;%n%” e matching Instruction: “Generate 5 phrases to describe -
clay pottery making the action of cooking egg” D
plastering :

making egg, frying cooking egg
blowing nose » €99, boi]ing egg,
cooking egg LLM world-knowledge scrambling egg,
fi

poaching egg rying egg, scramble, poach, frying,
s boiling egg, poaching egg, boil,
1 making egg, scrambling, cooking,
- boiling, fry, make, poaching, making,
a close up of a person holding an egg in a bowl NLP verbs scrambling egg, cook
a person holding a piece of food in a bowl + text aug.
a person is peeling an egg in a bowl
two eggs in a white bowl on a counter
two eggs in a white bowl on a counter hold, holding, peeling,
a close up of a person in a kitchen with a microwave | NLP verbs ‘ whisking
a person mixing something in a bowl on a counter ~——
a person whisking eggs in a white bowl + text aug. =

-

-
” of

I peel, whisk, mixing, mix,
——

W0 O OT B o =

8
#MITIBM #AIL
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MAtch, eXpand and Improve: Unsupervised Finetuning for Zero-Shot
Action Recognition with Language Knowledge [w.Lin et al., ICCV 2023]

Results:

Method

ER-ZSAR [7]
JigsawNet [34]
ActionCLIP [47]
XCLIP [33]
AS [18]
ViFi-CLIP [38]*
ViFi-CLIP [3%]
Text4Vis [50]

CLIP [36]
MAXI
MAXI
MAXI
MAXI
MAXI

language

Manual description
Manual description
K400 dict.
K400 dict.
K400 dict.
K400 dict.
K400 dict.
K400 dict.

K400 dict.
K400 dict, GPT?3 verbs
K400 dict, GPT3 verbs
K400 dict, GPT3 verbs, BLIP verbs
K400 dict, GPT3 verbs, BLIP verbs

vis.encoder

TSM
R(2+1)D
ViT-B/16
ViT-B/16
ViT-B/16
ViT-B/16
ViT-B/16
ViT-L/14

ViT-B/16
ViT-B/16
ViT-B/16
ViT-B/16
ViT-B/16
ViT-B/16

frames

16
16
32
32
32
16
32
16

16
16
16
16/32
16
16/32

UCF101

51.8 29
56.0 £ 3.1
583134
72.0 £2.3
69.3 4.2
74.9 £ 0.6
76.8 £ 0.7

69.9 4 1.3
76.6 & 0.9
77.8 4+ 0.3
77.8 + 0.5
78.2 4 0.8
78.2 4 0.8

HMDB5S51

353+t 4.6
38.7 £ 3.7
408 £ 54
44.6 = 5.2
443 + 2.2
50.9 £ 0.7
513 £ 0.6

38.0 + 1.7
50.5 + 0.9
51.6 & 0.9
51.9 + 1.1
522406
523 4 0.7

K600 Topl
421+ 1.4

66.7 £ 1.1
652 £ 04
55.8 £ 0.7
67.7 £ 1.1
712 £ 1.0
689 + 1.0

63.5 4+ 0.4
70.4 + 0.8
71.6 + 1.0
71.6 + 1.0
71.4 4+ 0.9
71.5 + 0.8

Zero-shot action recognition on UCF101, HMDB51 and K600, CLIP fine-tuned with K400 vocabulary + videos

K600 TopS
73.1 0.3

91.6 £ 0.3
86.1 = 0.8
814 +0.3
90.8 £ 0.3
922 +£0.3

86.8 £ 0.4
915103
923 +0.3
924 4+0.3
925 +0.3
925 + 04
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MAtch, eXpand and Improve: Unsupervised Finetuning for Zero-Shot
Action Recognition with Language Knowledge [w.Lin et al., ICCV 2023]

Results:

Action dictionary dictionary size UCF101 HMDB51 K600 MiniSSv2 Charades = UAV Human  Moments-in-time
CLIP [36] (w/o finetune) Zero-Shot 69.93/92.7 38.02/66.34 63.48/86.80 3.96/14.42 19.80 1.79/7.05 20.117/40.81

K400 400 78.18/96.03 50.35/77.10 70.78/92.17 5.74/17.70 23.89 3.06/9.46 22.41/45.83
MiniKinetics 200 75.10/95.82  48.34/76.95  69.23/90.92  6.50/ 18.76 22.70 2.40/8.04 22.50/ 46.01
K400+WebVid2.5M 800 75.99/96.00 4597/73.94 69.14/91.13  4.81/15.79 22.67 2.11/8.00 20.92/43.99

Zero-shot action recognition with CLIP fine-tuned with K400 videos + other vocabulary
(mAP on Charades and Top1/Top5 accuracy on other datasets).
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How to understand what’s going on?

What, when, and where? - Self-Supervised’'Spatio-Temporal Grounding in
Untrimmed Multi-Action Videos from Narrated Instructions (s. chenetal., arxiv]

Training Setup: Unlabeled videos with narrated instructions

"To this we will add
one carrot chopped

into jong julliens ..." “ "... you can use the TR
forks to pull it a bit i N D .- stiritabit so it mixes

appart“." = We”.u"

#MITIBM #AIL

Evaluation Setup: Free text referential queries - "Crack egg", "mix egg", etc. ...

background  "Crack egg" background "Mix egg" background

Task: Spatio-Temporal Grounding - Find the temporal boundary of an open
vocabulary queried action in an untrimmed video and spatially localize the action.
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al., arxiv]

;

Datasets:

YouCook2-Interactions Dataset

—>frame-level bounding boxes for instructional
cooking videos

- annotations for on YouCook?2 validation split _ T .
. . Look at What | am Doing: Self-Supervised Spatial Grounding of
% trl mm ed C |.| ps on ly Narrations in Instructional Videos; Reuben Tan, Bryan A.

Plummer, Kate Saenko, Hailin Jin, Bryan Russell, NeurlPS202|

https://cs-people.bu.edu/rxtan/projects/grounding_narrations/

Grounding YouTube (coming soon)

=2 frame-level point clouds and bounding boxes. for
cooking videos

—> annotations for mining YouTube

- Untrimmed spatial-temporal grounding

#MITIBM #AIL
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al., arxiv]

Idea:
* Local information better at capturing spatial information

* Global information better at capturing temporal information
* Add frame selection for efficiency

(c) Global representation learning

CLS :
CLS Mean Video

IS o - (OIS Pooling Projection*
CLS

CLS CLS
cLs 4

CLS Lol |

cLs @ ,
CLs g ’ =, — [ Cross-modal ) |
CLS y , 1 Projection

CLS
CLS Selected
Frames

Similarity

Text
Projection**

(d) Local representation Learning

|

]i‘Mean Pool |

*
*
c
k<)
B
2,
=
o
-
3
—

> Similarity«”

__J (a)Video-ASR Aséiénment Matrix Q (b) Sinkhorn-Knopp Optimal Transport Frame Selection

Input: No. of frames >> No. of words

' | Cross-Attention
| Self-Attention
. | Cross-Attention

\:MeaAnv PooAI:

#MITIBM #AIL
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al ., arxiv]

Challenge: Capture (long) temporal and single-frame spatial boundaries
--> One branch for global representation learning - start-end frame
--> One branch for local, spatial representation learning - bounding box

(a) Temporal grounding (b) Spatial grounding

aLs Mean Mo Sl 2Anianties Attention Rollout Attention
Crack egg —*{CLS] . ey _ Scores

Pooling Projection*
Pour eggs —*{CLS] | :

(c) Global representation learning

— ICLS

Similarity

Text

CLS e
Projection** : y N
\ Beat mixture -+ CLS |

Projection
ntion

Cross-Attention

(d) Local representation Learning R Tilt pan »(CLS) |

. [ Cross-modal | |
Projection

Projection

Cross-Attention
Self-Atte

[

Similarity

&

High . T y
J A A
Threshold Yoy L.

(CLs](CLs](CLs](CLs] CLSZ‘
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al., arxiv]

Results: Spatial-Temporal Grounding

Method

CoMMA T [45]
MIL-NCE [35]
Ours

GLIP [30]
CoMMA [45]
CLIP [37]
RegionCLIP [61]
Ours

Ours

MIL-NCE(temp.)+RegionCLIP(spa.) |

Backbone

S3D
S3D*
S3D

Swin-L*
CLIP
CLIP

ResNet-101*
CLIP
CLIP*

DataSet

HT250K
HT100M
HT100M

Cap24M
HT100M
HT100M
CC3M
HT100M
HT100M

Supervision

Self
Self
Self

Weak
Self
Self

Weak
Self
Self

Modality

VT
VT
VT

IT
VT
IT
IT
VT
VT

VT

IoU+Point

1.02
4.67
9.12

1.24
1.68
3.59
5.65
10.09
11.53

9.21

0.1

2.18
33.94
42.70

2.83
3.51
29.54
35.65
42.81
43.64

40.54

Grounding Youtube

0.2

1.72
25.16
35.49

2.10
2.32
22.15
27.43
36.05
36.94

34.97

0.3

1.11
12.65
25.16

1.52

1.88
9.16
15.69
25.84
26.78

22.38

mAP
0.4

0.93
342
16.22

0.96
0.99
248
4.31
17.10
19.45

13.79

0.5

0.37
041
10.05

0.37
0.40
0.39
0.86
11.35
14.61

9.18
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al., arxiv]

Results: Spatial Grounding only

Method

MIL-NCE [35]

CoMMA T [45]
Ours

CLIP [37]

CoMMA { [45]
RegionCLIP [61]
GLIP [30]

Ours

HT100M .

Backbone

S3D*
S3D
S3D

CLIP
CLIP
RNS50x4*
Swin-L*
CLIP
CLIP*

Data

HT100M
HT250K
HT100M

HT100M
HT100M
CC3M
Cap24M
HT100M

TG

YC-Inter

Super.

Self
Self
Self

Self
Self
Weak
Weak
Self
Self

Full
Full

GroundingYT
Acc

27.45
47.68
60.62

12.50
47.56
52.84
53.62
55.49
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Vision-Language in Video — What’s next?

Pro:
No more labels! No more annotation!

- Natural language requests for video systems (retrieval, detection, etc.)

- Natural language representations of video

... Will lead to newapplications in video understanding
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Vision-Language in Video — What’s next?

Con:
No more simple metrics! (retrieval might already be ceiling)
No more simple comparability!

Before: Classification accuracy on 2-3 standard datasets

Now: Various mixtures of pretraining and.downstream testing

- How do we Know what works better?
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People at a glance ...

Nina Shvetsova . Anna Kukleva Wei Lin Brian Chen
Goethe University Frankfurt MPII Saarbruecken TU Graz Meta/Columbia University

——
T

Bernt Schiele Christian Rupprecht Horst Bishof
MPII Saarbrucken Oxford TU Graz
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How to understand what’s going on?

What, when, and where? - Self-Supervised’'Spatio-Temporal Grounding in
Untrimmed Multi-Action Videos from Narrated Instructions is. chen et al., arxiv 2023]

Evaluation Setup: Referential queries - "Crack egg”, "Mix egg", etc.

background "Crack egg" background "Mix egg" background

Training Setup: Unlabeled videos with narrated instructions

"To this we will add

one carrot chopped .

into jong julliens ..." .. you can use the ; TR FRTTEE
R forks to pull it a bit 4 X L ... stirit a bit so it mixes

appart,..” o well..."

.

Task: Spatio-Temporal Grounding - Find the temporal boundary of a
queried action in an untrimmed video and spatially localize the action.

#MITIBM #AIL
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What, when, and where? - Self-Supervised Spatio-Temporal
Groundi ng [B. Chen et al., arxiv 2023]

M “put some grape seed oil into a pan add chopped onions and fry till translucent’
Datasets:
YouCook2-Interactions Dataset

- frame-level bounding boxes for instructional
Look at What | am Doing: Self-Supervised Spatial Grounding of

COO kl n g Vl d eOS Narrations in Instructional Videos; Tan et al., NeurlPS202 |
- annotations for on YouCook?2 validation split
- trimmed clips only

Grounding YouTube

-2 frame-level point' clouds and bounding boxes for
cooking videos

—> annotations for mining YouTube

- Untrimmed spatial-temporal grounding
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al., arxiv]

Idea:
* Local information better at capturing spatial information

* Global information better at capturing temporal information
* Add frame selection for efficiency

(c) Global representation learning

- [CLS] or Spatlo temporal token cLS
CLS

T s as

CLS] or (
CLSior (7 VigagPra ) o

Mean Video
Pooling Projection*

Similarity

Text
Projection**

(d) Local representatlon Learnlng

(" Cross-modal )
Projection

Y

T

|

. mp | [ wmp

|

Selected
Frames

*
*
c
el
-—
O
=
O
-
o
-
3
}_

 Similarity “

Self-Attention

. o , , (b) Sinkhorn-Knopp Optimal Transport
Input: Video frames and text (a) Video-ASR Assignment Matrix Q Frame Selection

Cross-Attention
:__Mearj Pool | Mean Pool

‘ Cross-Attention
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al., arxiv]

Challenge: Capture (long) temporal and single-frame spatial boundaries
--> One branch for global representation learning - start-end frame
--> One branch for local, spatial representation learning - bounding box

(a) Temporal grounding (b) Spatial grounding

aLs Mean Mo Sl 2Anianties Attention Rollout Attention
Crack egg —*{CLS] . ey _ Scores

Pooling Projection*
Pour eggs —*{CLS] | :

(c) Global representation learning

— ICLS

Similarity

Text

CLS e
Projection** : y N
\ Beat mixture -+ CLS |

Projection
ntion

Cross-Attention

(d) Local representation Learning R Tilt pan »(CLS) |

. [ Cross-modal | |
Projection

Projection

Cross-Attention
Self-Atte

[

Similarity

&

High . T y
J A A
Threshold Yoy L.

(CLs](CLs](CLs](CLs] CLSZ‘

2 Similarity W

lMe;n Pool_: \iMean Pool'_:l

=
o
=
c
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=
<
)
17
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What, when, and where? - Self-Supervised Spatio-Temporal
Grou nding [B. Chen et al., arxiv]

Results:

» Sota results for spatio-temporal localization in untrimmed videos
* Global + local information also single tasks
 Smart frame selection helps

Grounding Youtube

mAP

Method } Backbone DataSet  Supervision Modality IoU+Point 01 02 ‘ 0.4 0.5 0.1:0.5

GroundingYT MiningYT YouCook-Inter.
Spatio-temporal Temporal Spatial

None 15.1 17.8 55.5
Global selection 15.7 18.5 54.3

MIL-NCE (
Ours

S3D* HT100M Self VT 4.67 33.94 25.16 12.65 3.42 0.41 15.11
S3D HT100M Self VT 9.12 42.70 3549 25.16 16.22 10.05 2592

CoMMAT ( , ) S3D HT250K Self VT 1.02 2.18 1.72 1.11 0.93 0.37 1.26
)

GLIP ( , Swin-L* Cap24M Weak IT 1.24 2.83 2.10 1.52 0.96 0.37 1.56
CoMMAT ( , CLIP HT100M Self VT 1.68 3.51 2.32 1.88 0.99 0.40 1.82
CLIP ( , CLIP HT100M Self IT 3.59 29.54 22.15 9.16 248 0.39 12.74
RegionCLIP ( , ResNet-101* CC3M Weak IT 5.65 35.65 2743 15.69 431 0.86 16.78
Ours CLIP HT100M Self VT 10.09 4281 36.05 2584 17.10 1135 26.63
Ours CLIP* HT100M Self VT 11.53 43.64 3694 2678 1945 14.61 28.26

Local selection 15.6 18.1 56.3
Sinkhorn 17.1 19.9 57.1

only Local loss 5.7 4.5 54.3
only Global loss 7.6 18.8 32.5
w/ Both loss 17.1 19.9 57.1

MIL—NCE(temp.)+RegionCLIP(spa.)| - - - VT 9.21 40.54 3497 2238 13779 9.18 22.33
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